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ABSTRACT: Text document clustering provides an effective technique to organize a huge amount of retrieval 

results by grouping documents in a small number of meaningful classes. In unsupervised clustering method the 

unlabeled input data is used to estimate the parameter values. In a semi supervised document clustering both 

labeled and unlabeled input data is used for document clustering. Traditional semi supervised clustering uses 

only finite user supervision in the form of labeled instances and pairwise instance. A semi supervised clustering 

with feature supervision is proposed in this paper. Feature supervision method is used for labeling of 

documents. A variational inference algorithm uses the Dirichlet Process Mixture model for the document 

collection  as well as the supervision of the cluster at the same time. The proposed method finds the number of 

clusters automatically which is an optimal solution for time consuming. 

 

INDEX TERMS: variational inference algorithm, semi supervised clustering, feature supervision, Dirichlet 

Polynomial Allocation (DPA) model, Dirichlet Process Mixture Model (DPM) 

 

I. INTRODUCTION 
Document Clustering Is The Process Of Collecting Similar Documents Into Meaningful Clusters. 

Clustering Analysis Is Traditionally Considered As An Unsupervised Learning Method. Documents Within The 

Same Clusters Are More Similar Than Those In Different Clusters. The Must-Link And Cannot-Link 

Constraints Between Instances Are Considered Before Performing The Clustering. Different Users May Want 

To Arrange The Document Collection In Their Own Point Of View Instead Of A Universal One. Consider A 

Collection Of News Articles About Books. One User May Like To Arrange The Collection By Author While 

Another User May Want To Organize It By Alphabet Order. This Is Not Possible In Unsupervised 

Clustering.Another Issue In Document Clustering Is To Determine The Number Of Document Clusters K 

Automatically. In Most Of The Previous Document Clustering Method, K Is Predefined Before The Clustering 

Process. However Users Need To Search The Entire Document To Estimate The K. This Takes Much More 

Time When The Size Of The Document Is Large. Furthermore Erroneous Evaluation Of K Might Easily Betray 

The Clustering Process.Grouping Of Documents Into An Optimal Number Of Clusters Is Done By Dirichlet 

Process Mixture Model (DPM). It Shows The Auspicious Results By Determining The Number Of Clusters 

Automatically When The Number Of Clusters Is Unknown. When A New Data Point Enters, It Either Increases 

From Previous Clusters Or Initiate A New Cluster. DPM Model Based Clustering Process Considers Both The 

Data Possibility And The Clustering Property Of The DP Preceding That Data Points Are More Likely To Be 

Related To Popular And Large Clusters. This Feature Makes The DPM Model Particularly Adapt For Document 

Clustering. However, There Is No Work Inspecting The DPM Model For Document Clustering Due To The 

High Dimensional Representation Of The Text Documents. Each Document Consists Of Huge Amounts Of 

Words Containing Both Relevant Words And Irrelevant Words. Only Relevant Words Are Used For Clustering. 

The Involvement Of Irrelevant Words Complicates The Clustering Process. Therefore During Document 

Clustering, It Is Necessary To Separate The Irrelevant Words Specifically When The K Is Unknown.Variational 

Inference Algorithm Is Used To Deduce DPM Parameters. When The Document Data Set Is Large, It Is Harder 

To Apply The Gibbs Sampling Algorithm. It Also Needs Long Time To Converge. Variational Inference 

Algorithm Is Used To Deduce The Document Collection Structure In A Quick Manner. In DPMFP Approach, 

We Need To Deduce Both Document Collection Structure And Supervision Of Document Words At The Same 

Time. Therefore A Traditional Variational Inference Algorithm Cannot Apply In DPM Model.To Overcome 

The Problem Of Document Clustering A New Approach Called Dirichlet Process Mixture Model With Feature 

Supervision (DPMFS) Is Designed In This Paper. To Simplify The Process Of Parameter Estimation, A 

Dirichlet Polynomial Allocation With Feature Supervision Namely DPAFS, Used To Approximate The DPMFS 

Model. The Supervision Algorithm  Performs Two Types Of Supervision. The First Document Supervision 

Algorithm Involves In Labeling The Documents. It Specifies The Document Constraints As Must-Link Or 

Cannot-Link. Then The Feature Supervision Method Involves In Labeling The Features. Variational Inference 
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Algorithm Is Derived From The DPAFS Model. The Variational Inference Algorithm Uses The DPM Model 

For The Clustering Process. The Documents Which Are Labeled Are Used For Clustering. It Finds The Number 

Of Clusters  And Forms The Cluster Automatically.The rest of the paper is organized as follows. Section II 

presents a description about the previous research which is relevant to document clustering. Section III involves 

the detailed description about the proposed method. Section IV presents the performance analysis. This paper 

concludes in Section V. 

 

II. RELATED WORK 
This section analysis the previous work performed in document clustering algorithms. Document 

clustering is used for retrieval of information from the text document and web documents. R. Huang, et al 

presented a Dirichlet process for finding the number of clusters automatically. Documents were automatically 

partitioned into discriminating words and nondiscriminative words. An Inference algorithm was explored to 

deduce the document collection structure and seperation of document words at the same time [1]. Nott, et al 

explored a modified method on the sequential updating and greedy search (SUGS) algorithm Wang and Dunson 

for proper Dirichlet process mixture models. The SUGS algorithm was mutated within a variational Bayes 

framework which was used to collect different approximations of the posterior distribution. It provided a 

probability distribution to allocate data to a cluster [2]. Chen, et al proposed an effective Fuzzy Frequent 

Itemset-based Document Clustering (F
2
IDC).  

 

This approach combines the fuzzy association rule mining with the background knowledge embedded 

in WordNet, which improve the quality of document clustering [3]. Gil-García and Pons-Porrata presented two 

clustering algorithms particularly dynamic hierarchical compact and dynamic hierarchical star. The first 

algorithm creates disjoint hierarchies of clusters, while the second algorithm obtains overlapped hierarchies. 

This method offer a solution for hierarchical clustering in dynamic environment effectively and offer hierarchies 

easier to browse than traditional algorithms [4]. Muhammad, et al compared two approaches to document 

clustering based on suffix tree data model and quality of the results are analysed.  

 

First model excerpt phrases from documents and uses a similarity measure based on common suffix 

tree to cluster the documents. Second model extracts the similar word sequence from the document and uses the 

common word meaning sequence to perform the compact representation. Finally document clustering method is 

used to cluster the compact documents. To perform the actual clustering steps, agglomerative hierarchical 

document clustering was used [5]. Jayabharathy, et al proposed a modified semantic-based model and topic 

detection method. Bisecting K-means algorithm was used to excerpt the  related terms as concepts for concept 

based document cluster. Tester theory was used for determining  the  meaningful labels for the document 

clusters [6] . Zhao, et al proposed a constrained DBSCAN algorithm, which includes instant-level constraints, to 

obtained the better clustering performance. To access the user feedback, an effective learning approach is 

applied by selecting descriptive document pairs [7]. Chen, et al formulated an efficient Fuzzy Frequent Itemset-

Based Hierarchical Clustering (F
2
IHC) approach. To upgrade the clustering accuracy, fuzzy association rule 

mining algorithm is used [8]. Mahdavi  and  Abolhassani presented a Harmony K-means algorithm (HKA) that 

deals with the work related to document clustering based on Harmony Search (HS) optimization method. It also 

compare the HKA with other meta-heurastic and model based document clustering approaches [9]. Taiping, et 

al proposed a correlation preserving indexing (CPI), which is achieved in the correlation similarity measure 

space. In this method, correlations between the documents in the local patches are maximized and the 

correlations between the documents outside the patches are minimized together. The explored CPI method can 

efficiently determine the intrinsic structures embedded in high-dimensional document space [10] . Forsati, et al 

proposed a novel document clustering algorithms based on the Harmony Search (HS) optimization method. HS 

based clustering algorithm obtain the nearby optimal clusters within a acceptable time. To achieve better 

clustering harmony clustering is unified with the K-means algorithm in three ways[11]. Deng, et al presented a 

new approach called Locally Concept Factorization (LCCF) which captures the local geometry of the document 

submanifold. The documents associated with the same concept can be well clustered in this method [12]. Sun, et 

al proposed a new method for document clustering by grouping consequential topics from the document set and 

weighted acceptable features. It uses cluster  correlation to remove the dissimilarity documents in clusters [13]. 

 

III. DIRICHLET POLYNOMIAL ALLOCATION WITH FEATURE SUPERVISION 

(DPAFS) 
A. Dirichlet Process Mixture Model 

DPM model is a flexible mixture model which is used to count infinite mixture model. This paper 

proposes the infinite mixture model by first characterize the simple finite mixture model.Each data point is 

derived from one of K fixed unknown distributions in the fixed mixture model. Let us take be the parameter 
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from which the document  is generated. Since the number of K is always unknown, we assume that the data 

point  follows a general mixture model in which  is generated from a distribution B. The comparison is as 

follows. 

 

                          (1) 

            (2) 

 

where  is the number of data points and  is the distribution of given . 

The probability distribution  described above is always unknown. The generative mixture model is reduced to 

finite mixture model if   is a discrete distribution on a finite set of values. Dirichlet process mixture model 

places a Dirichlet process prior on the unknown distribution  in the nonparametric Bayesian analysis.  is 

considered as a mixture distribution with a random number of components. 

The hierarchical Bayesian requirement of the DPM model is described below. 

                                                          (3) 

                                           (4) 

                                  (5) 

 

where  represents a DP with a base distribution  and a positive scaling parameter . Possibly,  is 

the mean of the DP and  is the inverse variance. 

The pictorial representation of the DPM model is shown in Fig.1. 

 

       

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.1. Hierarchical structure of DPM model 

 

B. Dirichlet Polynomial Allocation Model 

When the number of mixture components is taken as infinity, the DPM model can be derived as the 

limit of a sequence of finite mixture models. Dirichlet Polynomial Allocation (DPA) model is one of the 

eminent approximations of the DPM model. The common model for the DPA model is as follows: 

 

 

 

 
 

where M is the number of mixture components. R is an M-dimensional vector indicating the mixing proportions 

for components given a Dirichlet prior with symmetric parameter . is an integer illustrate the latent 

component allocation of the data point  . For every component, the parameter  indicates the distribution of 

data points from that component.  

C. Algorithm Description  

 

 

 

Input: Set of data points X 

Algorithm: Semi-supervised Clustering with Feature 

Supervision 
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Output: K clusters  

Method: 

Step 1: Perform dual supervision, i.e., document supervision   and feature supervision 

Step 2: Obtain the labeled feature set WL and the document  seed set S or must-link set M and cannot-link set C 

Step 3: if Combine Linked Documents 

Step 4: Perform basic Clustering using the learned weights 

Step 5: else 

Step 6: Perform feature reweighting based on labeled feature set WL. 

Step 7: Cluster the documents using semi-supervised clustering algorithm. 

Step 8: end if 

The procedure of semi supervised clustering with feature supervision is shown in algorithm 1.  

 

D. Semi supervised clustering with Feature Supervision 

Traditional semi-supervised method employs user supervision  in the form of pairwise constraints. 

Adding feature supervision to semi supervised clustering provides dual supervision for clustering. Both 

supervision  takes place together before the clustering algorithm begins. The variational inference algorithm is 

derived from the DPAFS model to infer the document collection structure and the separation of document words 

at the same time. To find the cluster structure  variational inference algorithm is used. The probability 

distributions are calculated by using the term frequencies. The conditional probability distribution for each 

document is calculated by using the variational inference algorithm. After finding the approximation for all the 

documents the document is decided in which cluster it belongs. In the document where it achieved highest 

approximation value the document belongs to that cluster. So the user can give the input as the words to get the 

relevant clusters. The architecture of the system is  shown in the Fig.2.  In data mining data preprocessing is the 

first step for document clustering. Here the 20 newsgroups dataset considered for the clustering. For the labeling 

of documents semi supervised method with feature supervision algorithm is used. It differentiates the document 

constraints as must-link and cannot-link. Data preprocessing is used to remove unwanted data and noise in data 

sets. Two steps mainly stemming and removal of stopword. The stemming process removes the suffixes 

appended with each word. Stopword process removes the article and prepositions. To find the term frequencies 

we should handle the words which are repeated. The clusters form based upon the frequencies of the terms. To 

find the term frequency first of all the words in the documents is collected. The document can contain the 

repeated words throughout the document. So to handle the repeated words we should find the distinct words in 

the documents. The distinct words are the words which are not repeated comes out in the documents. So the 

term frequency is constructed from these distinct words. Finally Variational inference algorithm is used for 

cluster identification. 

 
 

Fig.2. System Architecture 

II. PERFORMANCE ANALYSIS 

This section presents the performance evaluation of the proposed DPAFS method. The performance is 

evaluated based on the following measures: 
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A. TIME CONSUMPTION  

Fig.3. Illustrate the time taken for cluster formation in semi supervised method and unsupervised method. 

USDM refers to an Unsupervised document method. SSDM refers to a Semi supervised document method. 

From the figure it is observed that the forming of clusters in the unsupervised method takes more time when 

compared to the semi supervised method.  

 
 

Fig.3. Time taken for cluster formation 

 

B. Number of clusters 

In the proposed method the number of clusters should be calculated previously. If the number 

of clusters is at a high level, then the document cluster provides efficient result. Fig.4. Illustrates the number of 

cluster formation in unsupervised document clustering and semi supervised document clustering. From the 

figure it is observed that the number of clusters is high in semi supervised document method. 

 

 
 

Fig.4. Number of Clusters in USDM and SSDM 

 

C. Must-Link Feature 

Fig.5 illustrates the comparison of number of must-link features in semi supervised document method and 

unsupervised document clustering. 
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Fig.5. Number of must-link words in USDM and SSDM 

III. CONCLUSION 

In this paper, an approach is proposed that handles both document cluster and feature supervision at the 

same time. Semi supervised document clustering with feature supervision, which asks the user to label the 

features by indicating whether they discriminate among clusters. A document cluster approach is investigated 

supported the DPM model that teams documents into capricious range clusters. Our experiment shows that our 

approach acquires high cluster accuracy and affordable supervision of document words. The comparison 

between our approach and progressive approaches indicates that our approach is strong and effective for 

document cluster. Our analysis of the experiment result also shows that the DPM model with automatic feature 

supervision methodology may effectively discover word supervision and improve the document cluster quality.   
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