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Abstract: Amidst the ongoing COVID-19 pandemic, the emergence of a monkeypox outbreak poses a significant 

public health concern. Leveraging deep learning methodologies, particularly the PoxNet22 model, originally 

based on Modified InceptionV3, has shown promise in monkeypox diagnosis with high precision, recall, and 

accuracy. However, in this study, we sought to further enhance diagnostic capabilities by exploring detection 

techniques using YOLOv5 and YOLOv8 architectures. Our analysis revealed that these models achieved 

exceptional performance in detecting monkeypox, complementing the classification capabilities of existing 

models. By integrating detection techniques alongside classification, we can significantly improve the efficiency 

and accuracy of monkeypox diagnosis, facilitating prompt intervention and containment efforts. These findings 

hold significant implications for public health, offering a comprehensive approach to monkeypox outbreak 

management amidst the challenges posed by concurrent infectious disease epidemics. Through the fusion of 

deep learning and image processing techniques, we provide a robust framework for rapid and accurate 

monkeypox diagnosis, ultimately aiding in mitigating the spread of this infectious disease. 

Index Terms: Monkeypox, data augmentation, transfer learning, classification, PoxNet22. 

 

I. INTRODUCTION 

Monkeypox, an orthopoxvirus infection similar to variola, cowpox, and vaccinia, has emerged as a 

concerning public health issue globally, particularly amidst the backdrop of the ongoing COVID-19 pandemic. 

The virus, characterized by its double-stranded DNA structure, primarily spreads through contact with infected 

animals such as dormice, tree squirrels, Gambian pouched rats, and rope squirrels. Although monkeypox is 

endemic to Central and West Africa, recent outbreaks have demonstrated its potential for international spread, 

highlighting the need for robust surveillance and containment measures [1]. 

The mode of transmission of monkeypox includes not only direct contact with infected animals but also 

human-to-human transmission, with sexual contact emerging as a significant route of spread, particularly among 

individuals who identify as gay or bisexual [2]. This mode of transmission presents unique challenges for 

containment efforts, necessitating a multifaceted approach to disease control. 

Clinical manifestations of monkeypox include rash, fever, lymphadenopathy, and flu-like symptoms, 

with the virus remaining contagious until the lesions have fully healed [1]. Diagnosis typically involves the 

detection of viral DNA in vesicle crusts or ulcers, with laboratory tests such as real-time PCR playing a crucial 

role in confirmation [3]. However, timely and accurate diagnosis is essential for effective management and 

control of outbreaks, underscoring the need for innovative diagnostic approaches. 

In response to the evolving challenges posed by monkeypox outbreaks, researchers and public health 

agencies have turned to machine learning (ML) and deep learning techniques as potential tools for disease 

detection and diagnosis. ML, a subset of artificial intelligence, has shown promise in various domains, including 

medical imaging and disease detection [4]. By leveraging ML algorithms and deep learning architectures, 

researchers aim to develop rapid and accurate diagnostic tools to aid in the identification and classification of 

monkeypox cases. 

This introduction provides an overview of the current landscape surrounding monkeypox outbreaks, 

highlighting the need for improved diagnostic strategies to mitigate the impact of the disease. In the following 

sections, we will delve into recent advancements in ML and deep learning 

techniques for disease detection and diagnosis, examining their potential applications in the context of 

monkeypox surveillance and control. Through a comprehensive review of existing literature and methodologies, 

we aim to elucidate the role of ML in enhancing our understanding and management of monkeypox outbreaks, 

ultimately contributing to more effective public health interventions. 
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II. LITERATURE SURVEY 
Monkeypox, an infectious disease caused by the monkeypox virus, has garnered increasing attention 

from researchers and public health authorities due to its potential for outbreaks and global spread. In this 

literature survey, we examine recent studies and advancements in the prevention, diagnosis, and treatment of 

monkeypox, as well as the application of machine learning (ML) and deep learning techniques for disease 

detection and classification. 

Rizk et al. [1] discussed various prevention and treatment strategies for monkeypox, highlighting the 

importance of vaccination and antiviral therapies in controlling outbreaks. They emphasized the need for 

continued research into novel therapeutic options to improve patient outcomes and reduce transmission rates. 

Lum et al. [3] provided a comprehensive review of monkeypox epidemiology, host immunity, and 

clinical interventions. They discussed the challenges posed by monkeypox outbreaks, including the lack of 

specific treatments and the need for effective public health measures to contain the spread of the virus. 

Minhaj et al. [2] reported on a monkeypox outbreak across nine states in May 2022, highlighting the 

importance of timely surveillance and response efforts. They emphasized the role of public health agencies in 

coordinating outbreak investigations and implementing control measures to limit transmission. 

Treatment Considerations:Sherwat et al. [4] discussed the use of tecovirimat as a potential treatment for 

monkeypox, highlighting past experiences and future considerations. They emphasized the need for rigorous 

clinical trials to assess the safety and efficacy of tecovirimat in treating monkeypox patients. 

Abdelhamid et al. [13] proposed a classification method for monkeypox images based on transfer 

learning and the Al-Biruni Earth radius optimization algorithm. Their study demonstrated the effectiveness of 

machine learning techniques in distinguishing between different types of monkeypox lesions. 

Sitaula and Shahi [14] investigated the use of pre-trained deep learning models for monkeypox virus 

detection. They evaluated various deep learning architectures and found promising results in accurately 

detecting monkeypox virus from clinical samples. 

Ali et al. [15] conducted a feasibility study on monkeypox skin lesion detection using deep learning 

models. Their research demonstrated the potential of deep learning techniques in automating the detection of 

monkeypox lesions, facilitating early diagnosis and treatment. 

Ozsahin et al. [39] developed a computer-aided detection system for monkeypox and chickenpox 

lesions using a deep learning framework. Their study showcased the utility of deep learning algorithms in 

accurately identifying and classifying skin lesions associated with monkeypox infection. 

Altun et al. [40] proposed a monkeypox detection method using convolutional neural networks (CNN) 

with transfer learning. Their research demonstrated the effectiveness of CNN models in distinguishing 

monkeypox from other skin conditions, providing a valuable tool for disease diagnosis. 

In conclusion, recent advancements in the prevention, diagnosis, and treatment of monkeypox have 

highlighted the potential of both traditional and innovative approaches. From vaccination strategies to the 

application of ML and deep learning techniques, researchers and public health authorities continue to explore 

novel avenues for combating monkeypox outbreaks and reducing disease burden. Moving forward, 

interdisciplinary collaborations and continued research efforts will be essential in addressing the challenges 

posed by monkeypox and improving global health outcomes. 

 

III. METHODOLOGY 
a)Proposed Work: 

The proposed work aims to develop and evaluate 'PoxNet22', a deep learning model tailored 

specifically for precise and rapid monkeypox diagnosis. Leveraging advanced techniques such as data 

augmentation and transfer learning, the model ensures robust performance while mitigating the risk of 

overfitting. Through rigorous evaluation using metrics such as precision and recall, the reliability of the model 

will be established, providing clinicians with a highly effective diagnostic tool for identifying monkeypox cases 

accurately and efficiently. Additionally, fine-tuning of the model will be conducted to optimize its performance 

further, catering to the specific needs and requirements of healthcare professionals. By employing state-of-the-

art methodologies and techniques, the proposed work seeks to contribute significantly to the field of infectious 

disease diagnostics, offering a valuable tool for timely intervention and management of monkeypox outbreaks. 
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b) System Architecture: 

 
Fig 1 Proposed Architecture 

 

The system architecture comprises two main components: classification and detection. For 

classification, various deep learning models such as ResNet50[33], VGG16[34], Inception ResNetV2[30], 

DenseNet201[29], InceptionV3[32], EfficientNetB7[31], and PoxNet22 (Modified InceptionV3) are trained on 

the dataset. Following data processing and training, the models are evaluated using metrics like accuracy, 

precision, recall, F1 score, and mean Average Precision (mAP) on the test set for monkeypox disease detection 

and classification. In parallel, for detection, YOLOv5, YOLOv8, YOLOv7, and YOLOv6 models are utilized to 

identify and localize monkeypox lesions within images. This comprehensive approach combines both 

classification and detection techniques to enhance the accuracy and efficiency of monkeypox diagnosis. 

 

c) Dataset: 

 
Fig 2 Monkey Pox Dataset 

 

Monkeypox Dataset: 

With Augmentation: This dataset includes images of monkeypox lesions with augmentation techniques applied. 

Augmentation methods such as rotation, flipping, and scaling are used to increase the diversity and size of the 

dataset. Augmented images help improve the robustness and generalization of the trained models by providing 

variations in lighting, orientation, and appearance. 

Without Augmentation:  The dataset contains original images of monkeypox lesions without any augmentation. 

These images represent the raw data collected from various sources and may include variations in lighting, 

background, and lesion characteristics. The absence of augmentation allows for a more controlled evaluation of 

model performance on unaltered images, reflecting real-world scenarios where augmentation may not be 

applicable or desired. 

 

Monkeypox Detection from Roboflow:  
This dataset consists of images specifically curated for monkeypox detection tasks. Images are collected from 

diverse sources and annotated to highlight regions of interest corresponding to monkeypox lesions. The 

annotations provide ground truth labels for training and evaluating detection models, enabling accurate 

localization and identification of monkeypox-related features within the images. 

 

d) Image Processing: 

Classification using ImageDataGenerator: 

Re-scaling the Image:  Apply re-scaling to normalize pixel values, ensuring consistency in intensity across all 

images. Normalization helps stabilize the training process and enhances model convergence. 

Shear Transformation:  Introduce shear transformation, a geometric distortion, to the images. This involves 

shifting one part of the image in a certain direction, creating a shearing effect. Shear transformation adds 

variability to the dataset, making the model more robust to different orientations. 
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Zooming the Image:  Apply zooming to randomly magnify portions of the image. This augmentation helps the 

model generalize better by simulating variations in object sizes and distances within the images. 

Horizontal Flip:  Utilize horizontal flipping to mirror images along the vertical axis randomly. This 

augmentation introduces variability in the orientation of objects, enhancing the model's ability to recognize 

features regardless of their spatial orientation. 

Reshaping the Image:  Apply reshaping to alter the dimensions of the image. This can involve resizing, 

cropping, or padding to achieve a standardized input size. Reshaping ensures uniformity in input dimensions 

across the dataset, facilitating consistent model training. 

 

Image Processing for Detection using Torchvision: 

Preprocessing using Torchvision: Torchvision provides a set of utilities for preprocessing images, including 

normalization, resizing, and tensor conversion. Normalize the pixel values to a specified mean and standard 

deviation to enhance model convergence. 

Data Augmentation for Detection:  Incorporate data augmentation techniques such as random horizontal 

flipping and resizing for improved detection model training. Augmentation aids in diversifying the dataset and 

improving the model's ability to handle variations in object appearance. 

Tensor Conversion: Convert the preprocessed images into PyTorch tensors. This conversion ensures 

compatibility with PyTorch-based detection models and facilitates seamless integration into the training 

pipeline. 

By implementing these image processing steps, researchers can enhance the diversity and quality of the datasets 

used for classification and detection tasks. These techniques contribute to the robustness and generalization 

ability of machine learning models, ultimately improving their performance in real-world scenarios. 

 

e) Algorithms: 

ResNet50: Residual Network (ResNet50) introduces skip connections to mitigate the vanishing gradient 

problem during training. By incorporating shortcut connections,[33] it allows for deeper networks to be trained 

effectively by facilitating the flow of gradients, leading to improved feature learning and classification 

performance. 

VGG16: Visual Geometry Group (VGG16) consists of multiple convolutional layers followed by max-pooling 

layers. [34]Its architecture is characterized by its simplicity and uniformity, with small 3x3 convolutional filters 

and max-pooling layers used throughout. VGG16's straightforward design makes it easy to understand and 

implement, making it a popular choice for image classification tasks. 

Inception ResNetV2: Inception-ResNetV2 combines the ideas of both Inception and ResNet architectures. It 

incorporates residual connections within the Inception modules to enable training of deeper networks while 

maintaining computational efficiency. By leveraging the benefits of both architectures, Inception-ResNetV2[30] 

achieves state-of-the-art performance on various image recognition benchmarks. 

DenseNet201: DenseNet201 introduces densely connected blocks where each layer receives direct inputs from 

all preceding layers. This dense connectivity pattern encourages feature reuse and facilitates gradient flow 

throughout the network. By promoting feature propagation and reuse, DenseNet201[29] achieves excellent 

performance with fewer parameters compared to traditional architectures. 

InceptionV3: InceptionV3 employs inception modules consisting of multiple parallel convolutional operations 

with different kernel sizes.[32] This design enables efficient feature extraction at various scales, capturing both 

local and global information within the input image. InceptionV3's architecture promotes computational 

efficiency while maintaining high accuracy, making it suitable for resource-constrained environments. 

EfficientNetB7: EfficientNetB7 is part of the EfficientNet family, which systematically scales the network's 

depth, width, and resolution to achieve better performance. By dynamically scaling network parameters, 

EfficientNetB7[31] achieves state-of-the-art accuracy while maintaining computational efficiency. Its scalable 

architecture makes it adaptable to diverse computational resources and enables efficient model deployment. 

PoxNet22 – Modified InceptionV3: PoxNet22 is a modified version of the InceptionV3 architecture tailored 

specifically for monkeypox diagnosis. It incorporates custom modifications to the InceptionV3 architecture to 

optimize performance for the task of monkeypox classification. PoxNet22 leverages the strengths of 

InceptionV3 while incorporating enhancements tailored to the specific requirements of disease diagnosis. 

 

IV. EXPERIMENTAL RESULTS 
Precision: Precision evaluates the fraction of correctly classified instances or samples among the ones classified 

as positives. Thus, the formula to calculate the precision is given by: 

Precision = True positives/ (True positives + False positives) = TP/(TP + FP) 
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Recall: Recall is a metric in machine learning that measures the ability of a model to identify all relevant 

instances of a particular class. It is the ratio of correctly predicted positive observations to the total actual 

positives, providing insights into a model's completeness in capturing instances of a given class. 

 
F1-Score: F1 score is a machine learning evaluation metric that measures a model's accuracy. It combines the 

precision and recall scores of a model. The accuracy metric computes how many times a model made a correct 

prediction across the entire dataset. 

 
Accuracy: The accuracy of a test is its ability to differentiate the patient and healthy cases correctly. To 

estimate the accuracy of a test, we should calculate the proportion of true positive and true negative in all 

evaluated cases. Mathematically, this can be stated as: 

 Accuracy = TP + TN TP + TN + FP + FN. 

 
 

mAP50: The mAP for object detection is the average of the AP calculated for all the classes. mAP@0.5 means 

that it is the mAP calculated at IOU threshold 0.5. The general definition for the Average Precision(AP) is 

finding the area under the precision-recall curve.  

 

 
Fig 3 Performance Comparison Graphs For With Augment Data 
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Fig 4 Performance Comparison Graphs For Without Augment Data 

 

 
Fig 5 Performance Comparison Graphs For Detection 

 

 
Fig 6 Performance Evaluation Table With  Augment Data 

 

 
Fig 7 Performance Evaluation Table Without Augment Data 

 

 
Fig 8 Performance Evaluation Table – Detection 

 

 
Fig 9 Home Page 
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Fig 10 Registration Page 

 

 
Fig 11 Login Page 

 

 
Fig 12 For Classification 

 

 
Fig 13 Upload Input Image 

 

 
Fig 14 Predicted Results 
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Fig 15 For Detection 

 

 
Fig 16 Upload Input Image 

 

 
Fig 17 Final Outcome 

 

V. CONCLUSION 
The integration of machine learning algorithms like ResNet50[33], VGG16[34], and others, along with 

extensive dataset augmentation, marks a substantial leap forward in the realm of monkeypox diagnosis. Through 

the utilization of machine learning capabilities, the project achieves not only accuracy but also rapid diagnosis, 

paving the way for timely intervention and effective management of monkeypox outbreaks. Additionally, the 

incorporation of YOLOv8 for object detection significantly bolsters diagnostic precision, achieving an 

impressive mean Average Precision (mAP) of 97% on the monkeypox dataset. 

Furthermore, the deployment of a user-friendly Flask-based interface, seamlessly integrated with 

SQLite, offers a convenient web platform for community involvement in monkeypox diagnosis. This interface 

not only streamlines analysis but also enhances the overall user experience for stakeholders including public 

health professionals, clinicians, and patients. By providing a platform for swift and accurate identification and 

classification of monkeypox features, the project contributes to improved outbreak management and enhanced 

patient outcomes. 

 

VI. FUTURE SCOPE 
Looking ahead, there are several avenues for further enhancement and development. Future iterations 

of the project could focus on expanding the dataset to encompass a broader range of monkeypox cases and 

variants, thereby improving the model's robustness and generalization capabilities. Additionally, continued 

research and development efforts could explore the integration of advanced machine learning techniques and 

algorithms to further enhance diagnostic accuracy and efficiency. 

Moreover, ongoing refinement of the Flask-based interface could involve incorporating additional 

features and functionalities to cater to the evolving needs of users. This could include real-time data 

visualization, interactive reporting tools, and integration with external databases or platforms for enhanced 

collaboration and data sharing. Ultimately, by continually advancing and refining both the machine learning 

algorithms and the user interface, the project has the potential to make even greater strides in combating 

monkeypox outbreaks and improving disease diagnosis and management on a global scale. 
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